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Abstract

Memes nowadays are ubiquitous on the Web
and play a major role in disinformation cam-
paigns. It is therefore not enough to tackle
only the problem of textual disinformation.
The research community must also develop
new techniques to address the problem of ma-
licious memes (fake memes) that contain mis-
attributed or fabricated quotes, for instance, in
online smear campaigns that target politicians
and celebrities. To address this problem, we
develop a system to automatically detect fake
memes; our approach leverages optical char-
acter recognition, natural language processing,
image processing, and machine learning tech-
niques to carry out this task. Our implemen-
tation, a system named FAME, relies on vari-
ous features to detect visual memes that con-
tain fake or misattributed quotes. FAME clas-
sifies memes with 84% true positive rate and
14% false positive rate. It can be used for early
detection of meme-based disinformation cam-
paigns, for instance, if deployed on online so-
cial networks or messaging applications. To
the best of our knowledge, FAME is the first
automatic fact-checking tool for memes.

1 Introduction

Recent developments have demonstrated a rel-
atively new mode of information warfare: at-
tempts were allegedly made to influence the
2016 US presidential elections, among others,
via coordinated disinformation campaigns on the
Internet. Hordes of fake news articles (All-
cott and Gentzkow, 2017), politically-motivated
images (Zannettou et al., 2019a), and targeted
ads (Wakefield, 2018) on online social networks
(OSNs) played major roles in the push to sway
public opinion and manipulate elections.

Images play an interesting role in information
warfare: Zannettou et al. (Zannettou et al., 2019a)
reported that state-sponsored actors “do not only

Figure 1: A quote attributed to former British prime
minister, Winston Churchill, which was determined to
be a misattribution by Snopes, a fact-checking organi-
zation.

use textual content, but also take advantage of
the expressive power of images and pictures.”
Memes—a popular Internet vehicle of information
that often involves attention-grabbing images—
have also been co-opted by such actors; they create
and disseminate memes with biased political mes-
sages, usually via OSNs and other online commu-
nities (Zannettou et al., 2018). Figure 1 shows an
example of a politically-inclined meme.

Previous work has studied fake news on the In-
ternet and developed techniques to automatically
detect fake news (Zhou and Zafarani, 2018). De-
spite these efforts, fake news is an ongoing prob-
lem and deserves further attention: early detection
of fake news is one of the open challenges iden-
tified by Zhou and Zafarani (Zhou and Zafarani,
2018). On a related note, image-based disinforma-
tion, for instance via politically-charged memes, is
an understudied field. Hence, we focus our atten-
tion on this research gap: we aim to detect image-
rich disinformation content in order to mitigate
disinformation campaigns on the Internet.

In this paper, we address the problem of fake
memes—these contain messages, fabricated or
otherwise, falsely attributed to specific individu-
als. Such memes could be deployed against po-
litical opponents during smear campaigns, for in-



stance. Our approach leverages Optical Character
Recognition (OCR), Natural Language Processing
(NLP), image processing, and machine learning
techniques to detect memes that contain fake or
falsely-attributed content, as previously described.
Our implementation, a system named FAME (a
contraction of “FAke MEmes”), relies on several
information feeds to carry out its task: reputable
news sources, quotation websites, verified social
media accounts, and public government websites.
FAME achieves 84% true positive rate and 14%
false positive rate.

There is a caveat associated with FAME’s false
positive rate: meme classification is a hard prob-
lem that involves many complex interconnected
tasks, including OCR, face recognition, and NLP,
each with its own limitations. In Sections 6 and 7,
we discuss how these limitations contribute to
false positives. We also suggest potential ways
to improve future instantiations of FAME; a key
recommendation is to use high-performance pro-
prietary OCR tools rather than free OCR tools (we
used a free one in this work). Similarly, using pro-
prietary tools for the other components—for in-
stance, NLP and face recognition—would drasti-
cally reduce FAME’s false positive rate.

FAME can be deployed by various digital plat-
forms to stem the flow of meme-based disinforma-
tion campaigns. FAME’s end goal is to make the
Internet safer for the general public. Our contribu-
tions are as follows.

• We identify features for the classification of
fake memes; these include reputable news
sources, quotation websites, verified social
media accounts, and public government web-
sites.

• We develop a novel approach for the auto-
matic detection of fake quotes and falsely-
attributed quotes in images.

• We make the source code of FAME available
to the public so it can be deployed by OSNs,
messaging apps, and other platforms to stem
image-based disinformation campaigns. The
code is publicly available on the authors’
websites.

• We evaluate FAME’s performance and dis-
cuss potential ways to improve it.

• We create a labeled dataset (FAME dataset)
which contains 1000 fake and real quote

memes, for future research into understand-
ing and mitigating disinformation campaigns
on the Internet. The dataset is publicly avail-
able on the authors’ websites.

2 Background and Related Work

To help the reader understand the remainder of this
paper, this section presents the three main themes
that comprise the foundation of our work: fake
news, memes, and fact checking.

2.1 Fake News

Fake news, according to Allcott and
Gentzkow (Allcott and Gentzkow, 2017),
comprises “news articles that are intentionally and
verifiably false, and could mislead readers.” Al-
though fake news is not a new phenomenon, (Soll,
2016) it again came into the public spotlight
during the 2016 US presidential elections, in
which political actors allegedly attempted to
manipulate public opinion via fake news and other
methods. Unfortunately, current efforts to stem
the spread of fake news have not yet recorded
much success (Lee, 2016). Prior work on the
detection of fake news includes (Tacchini et al.,
2017; Tschiatschek et al., 2018; Zhou et al., 2015;
Jin et al., 2016; Volkova et al., 2017; Liu and
Wu, 2018; Ruchansky et al., 2017; Wang et al.,
2018; Yang et al., 2018). Other studies on the
propagation of false or malicious information
include (Zannettou et al., 2019b; Zhou and
Zafarani, 2018; Zannettou et al., 2017; Hine et al.,
2017; Zhang et al., 2018).

2.2 Memes

According to Richard Dawkins (Dawkins, 1976),
a meme—analogous to a gene—is an idea or unit
of culture that is replicated and transmitted among
people. Internet memes, often comprising catchy
images and text, are transmitted via numerous on-
line communities and social networks, sometimes
for comedic effect, and other times with malicious
intent. Internet memes are ubiquitous nowadays,
and successful memes spread rapidly through var-
ious online communities (Bauckhage, 2011; Zan-
nettou et al., 2018). Hence, memes are attractive
to malicious actors who intend to carry out dis-
information campaigns (Zannettou et al., 2019a).
Memes often originate from fringe online commu-
nities (Zannettou et al., 2018) and then spread to
the rest of the Web. For instance, 4chan, an online



message board, is reportedly the source of many
popular politically-charged memes (Hine et al.,
2017).

2.3 Fact Checking

Fact checking is one of the approaches that have
been deployed to tackle fake news. At its core,
fact checking involves comparing news content
to well-established facts to ascertain if the news
content under test is true or not. It can be car-
ried out manually (by credible domain experts) or
automatically (using information-processing soft-
ware). Manual fact-checking, although often ac-
curate, does not scale well, given the sheer vol-
ume of content that online communities produce
daily (Zhou and Zafarani, 2018; Zannettou et al.,
2018). Existing fact-checking services include
Snopes, PolitiFact and FullFact which provide
manual fact-checking services. Memechecker.net
is another fact-checking service which focuses its
efforts only on memes, while listing much fewer
– less than a dozen – fact-check reports than
the mentioned fact-checker organizations. Since
memes play a vital role in disinformation cam-
paigns as discussed in Section 2.2, our work aims
to provide a scalable solution to the problem of
fact-checking memes. In other words, we propose
an automatic meme fact checker to help increase
the scale of fact checking and minimize the poten-
tial psychological harm that human fact checkers
encounter during their work.

3 Problem Statement

Fake quote memes comprise images which contain
fake quotes, usually attributed to well-known peo-
ple. They exist mainly in three forms: memes with
fabricated quotes (made up), slightly-modified
real quotes (slight change in the text, usually sig-
nificant change in the meaning), and misattributed
quotes (real quotes that actually originated from
someone else not present in the meme). We focus
on memes that contain fabricated or misattributed
quotes.

We only address quote memes which attribute
exactly one quote to one person, for technical rea-
sons. We exclude memes that contain several per-
sons or multiple quotes. Consider the worst-case
scenario: a quote meme that contains several per-
sons and multiple quotes. Limitations in image
processing and OCR techniques prevent us from
successfully matching such quotes to individual

persons on the meme. Hence, as earlier men-
tioned, we focus on simple quote memes: one per-
son, one quote. Figure 1 shows such an example.

Purveyors of false information via memes do
not always include quotes in their memes. Some-
times, they opt for doctored images without text
captions. For example, they might take a picture
from a gruesome murder scene and edit it to re-
place the victim’s face with the face of their target
(say, a politician or celebrity). Such memes are
out of scope in this work; they require a different
approach than ours.

Our work aims to protect vulnerable online
communities and digital platforms that double
as sources of information, from certain types of
image-based disinformation campaigns. Scenar-
ios in which our work will be directly applica-
ble include the following: (1) a journalist may be
targeted with malicious fake quote memes in the
course of reporting sensitive events, and (2) OSNs,
which double as news sources for millions of peo-
ple, may be contaminated with fake quote memes
to defame high-profile individuals, for instance,
during elections.

4 An Overview of Our Approach

Figure 2 illustrates an overview of FAME’s steps
in classifying meme quotes. Next, we discuss each
step in detail.

4.1 Extracting Meme Text

To extract text from the input meme, we use OCR,
a technique commonly used to extract text con-
tent from images and Portable Document Format
(PDF) files. Factors that may affect the quality
of OCR include color contrast between the text
and background, font family of the text, and the
amount of distortion in the text segment of the im-
age. In Section 6, we discuss the performance of
text extraction and how it affects the meme classi-
fication process.

4.2 Identifying the Subject

To identify the subject (person) to whom the quote
is attributed, we use two techniques: recognition
of the person’s face from the meme and recogni-
tion of the person’s name from the caption of the
meme. To identify the person on a meme, we first
perform face recognition on the meme. However,
quote memes do not always display a face; instead,
some include the person’s name in text only. Also,
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Figure 2: An overview of our meme classification pipeline.

face recognition sometimes fails. In such cases,
we attempt to deduce the name of the subject from
the text extracted from the meme (using OCR).
For this, we leverage Named-Entity Recognition
(NER), a technique for identifying names of var-
ious entities (for instance, people, organizations,
and places) within a body of text.

4.3 Searching for Sources

To search for sources, we first have to obtain the
meme quote in question—it has to be included
in the search query. To find the quote within the
text extracted using OCR, we retrieve the text seg-
ment that is enclosed in double quotation marks.
However, sometimes we fail to extract the quote
for two reasons: either OCR fails to recognize
double quotes or the meme text does not contain
double quotes. Our observations reveal that non-
quote text, which sometimes appears on memes
alongside quote text, might prevent search engines
from retrieving sources for the quote when in-
cluded in the search query. Hence, we construct
search queries in two distinct ways, depending on
our ability to find the quote in the OCR-extracted
meme text. We discuss them next.
Success during quote extraction. When the
OCR-extracted text contains a pair of double quo-
tation marks with a body of text between them, we
assume that body of text is the quote. We include
the extracted quote in our search query as it is.
Failure during quote extraction. If OCR fails
to recognize double quotation marks in the text or
the text actually does not contain quotation marks,
we split the text into sentences—knowing that at
least one of them belongs to the quote segment—
and construct a separate search query for each of
them. Search queries which contain a sentence
from the quote text will return sources for the
quote (if they exist), while search queries which
contain content from non-quote text will not return

such sources. Additionally, we construct yet an-
other search query using the whole OCR-extracted
text.
Constructing search queries. We take the fol-
lowing steps to construct a search query whether
we succeed or fail to identify the quote segment.
First, we remove misspelled words to avoid con-
fusing the search engine. Second, we trim the
search query to its first n words—Appendix A dis-
cusses how we arrived at this—having observed
that the first n words were sufficient for the search
engine to recognize the quote. Third, we add the
name of the subject (person on the meme) to the
beginning of the search query, because it helps
the search engine to return more relevant results.
Finally, we submit search queries to the search
engine—or only one search query if the quote seg-
ment has been successfully retrieved, as discussed
previously.
Outcome. We combine the search results to create
a pool of retrieved search results after removing
duplicate results.

4.4 Identifying Relevant Search Results

Not all search results returned by the search en-
gine will be relevant. To identify the relevant ones
from the pool of retrieved search results, we test
two conditions: quote condition (to ensure that a
search result page includes the quote) and name
condition (to ensure that a search result page con-
tains the name of the person on the meme).
Outcome. We create a pool of relevant search re-
sults by applying both conditions to the pool of
retrieved search results.

4.5 Classification

In this section, we discuss several features of the
pool of relevant search results that serve as inputs
for the meme classification task. We enter those
features into a trained machine learning model to



compute the probability of the input quote meme
being fake or real.
Highly-trusted news sources. These comprise
a selection of news sources that have established
a strong reputation, over decades, of reliable and
accurate reporting, and by having high standards
of reporting. We refer to them as highly-trusted
sources throughout this paper. We compute the
number of these sources from the pool of relevant
search results.
Legitimate news sources. There is a large num-
ber of online news sources which do not neces-
sarily carry out in-depth investigation and report-
ing as highly-trusted sources do, yet are known to
be reliable. We call these sources legitimate news
sources. We count the number of legitimate news
sources in the pool of relevant search results.
Quotation websites. Compared to well-known
living people today, it is harder to find quotes
of well-known historical figures in news sources.
Hence, we use quotation websites as sources when
searching for a quote. We count the number of
quotation websites in the pool of relevant search
results.
Government websites. Government websites are
usually reliable sources of quoted information, es-
pecially from politicians, who also happen to be
common targets of fake quotes. Hence, we count
the number of government websites in the pool of
relevant search results.
Verified social media accounts. Finally, we
check for the existence of verified social media ac-
counts of the subject in the pool of relevant search
results.

5 Prototype Implementation

In this section, we present our implementation of
the quote meme classifier which we call FAME (a
contraction of “FAke MEmes”). It is based on our
general approach to the quote meme classification
task, as discussed in Section 4.

5.1 Extracting Meme Text

To extract text from a meme, we use a free OCR
API called OCR.space.1 This API receives image
information either via a URL that points to an im-
age, or the image itself as a base64-encoded string,
and returns the extracted text. We discuss the per-
formance of this API in Section 6, with emphasis

1https://ocr.space/ocrapi

on how it affects the performance of our classifica-
tion model. If the extracted text from a meme does
not contain a sentence with at least three words,
we discard that meme.

5.2 Identifying the Subject
To identify the person on a quote meme, we use
two techniques: face recognition and name recog-
nition, as mentioned in Section 4. For face recog-
nition, we rely on the image search function that
the Bing search engine provides. To this end, we
craft an HTTP request, include the URL of the
quote meme in it, and carry out an image search on
Bing. We then retrieve the name of the person on
the meme from the “Looks like” section of the re-
sulting HTTP response. We discuss details of the
performance of Bing image search in Section 6.

If face recognition fails, we run person name
recognition, otherwise known as Named-Entity
Recognition (NER), on OCR-extracted meme text.
To this end, we use CoreNLP, a Natural Language
Processing library, to implement NER. We discuss
its performance in Section 6.

5.3 Searching for Sources
Preprocessing. In Section 4, we explained the
process of constructing search queries from meme
text. This process requires the removal of mis-
spelled words as a preprocessing operation; we use
a library called pyenchant to achieve this.
Search engine. We chose DuckDuckGo to search
for sources. Arguably, using another search en-
gine such as Google might result in better perfor-
mance. However, Google blocks scripted requests
and would not allow us to run as many queries
as required; sometimes, in experiments, we made
about 2000 requests within a few hours. Duck-
DuckGo sources results2 from several partners in-
cluding Bing and Yahoo. In Section 6, we show
that situations in which DuckDuckGo is unable to
retrieve sources that Google can fetch, are very
few. To query DuckDuckGo, we craft and send
HTTP requests, and use only the first two pages of
search results to find sources.

5.4 Identifying Relevant Search Results
We use a Python library called edit_distance to
implement the quote condition (see Section 4.4),
which looks for the quote of interest within the
page of a search result. To carry out the longest

2https://help.duckduckgo.com/
duckduckgo-help-pages/results/sources/

https://ocr.space/ocrapi
https://help.duckduckgo.com/duckduckgo-help-pages/results/sources/
https://help.duckduckgo.com/duckduckgo-help-pages/results/sources/


common subsequence task, we use the value
highest_match_action for the parameter of ac-
tion_function. Once the longest common subse-
quence is found, we check it against the thresh-
old value 0.3, which is the ratio of the length of
the longest common subsequence to the length of
the quote (or meme text if the quote cannot be ex-
tracted). If the length ratio is above that thresh-
old, we add the corresponding search result to the
pool of relevant search results. We discuss how we
chose this threshold value in Appendix A.

To check the name condition, we use a simple
regular expression to search for the identified per-
son’s name in a search result page.

5.5 Classification

To implement the FAME classifier, we use scikit-
learn, a Python library. As we show in Section 6,
Support Vector Machine (SVM) with rbf kernel
yields the best results in the quote meme classi-
fication task. To extract information regarding the
features mentioned in Section 4, we do the follow-
ing.
Highly-trusted news sources. To implement
this feature, we create a list of news sources
based on the results of two separate public sur-
veys conducted by Pew Research Center (Center,
2014) and Reynolds Journalism Institute (Kear-
ney, 2017). This list comprises about 30 differ-
ent news sources (see Appendix C). We use it to
identify the number of highly-trusted sources in
the pool of relevant search results, by counting
how many domain names of search results match
domain names in the list of highly-trusted news
sources.
Legitimate news sources. Similarly, we check
each search result in the pool of relevant search
results against a list of legitimate news sources.
This list comprises the Alexa Top 500 newspaper
websites in the United States, with a slight modifi-
cation; we remove highly-trusted news sources to
eliminate repetition in counting.
Quotation websites. We check each search result
in the pool of relevant search results against a list
of quotation websites. For this list, we use Alexa
Top 500 Quotation websites; it contains about 130
websites.
Government websites. To identify government
websites in the pool of relevant search results, we
specifically search for US government websites
and use a simple regular expression which checks

if the domain name of a search result ends with
“.gov” or not.
Verified social media accounts. After we iden-
tify search results that point to Twitter or Facebook
profiles, we carry out a scripted HTTP request to
identify if they are verified or not, and also obtain
the full name on the profile. If they are verified,
we then check the name of the person of interest
(which we extract from the input meme) against
the full name on the page.

6 Evaluation

In this section, we discuss our ground truth dataset
and evaluate the performance of our classification
model. We also discuss the performance of spe-
cific components of FAME.

6.1 Ground Truth Dataset

We evaluate our system on a quote meme dataset
which we collected ourselves, called the FAME
dataset. It contains 1000 quote memes in total:
379 fake memes and 621 real memes.
Collection. First, we identified 20 well-known in-
dividuals (see Appendix D) who are commonly
targeted by fake quote memes, by analyzing the
fact-check history of three main fact-checking or-
ganizations: Snopes, FactCheck, and PolitiFact.
Next, we used the DuckDuckGo search engine to
collect quote memes for each of them by entering
“{person′s_name} quote memes” in the search
field. We avoided duplicate quotes across memes
during the collection process.
Labeling. To complete the ground truth dataset,
we needed binary labels for the memes: “real” or
“fake.” We followed a set of guidelines to label
the memes. First, we searched for the quote on
a search engine and examined the search results
which contained the quote. We examined the do-
main names of those search results with the help of
a browser plugin that we implemented specifically
for this purpose. The plugin colorizes search re-
sults of interest, with unique colors, depending on
their type: “highly-trusted news source,” “legiti-
mate news source,” “quotation website,” “govern-
ment website”, or “verified social media account”
(as discussed in Section 5).

We labeled memes as “real” if they met ei-
ther of these conditions: (1) they had at least one
search result that published the quote and was a
highly-trusted news source, government website,
or verified social media account that belonged to



Table 1: Performance metrics of the classification
model.

Metric Performance
Accuracy 85%
True positive rate (recall) 84%
True negative rate 86%
Precision 79%
F1 score 81%
False positive rate 14%
False negative rate 16%

the identified person, or (2) they had at least two
search results that published the quote and both
of them were either a legitimate news source or
quotation website. On the other hand, we labeled
memes as “fake” if they met both of these condi-
tions: (1) no search result, of the previously dis-
cussed types, published the quote, and (2) it did
not appear credible that the words on the meme
were uttered or written by the identified person on
the meme. The second condition is necessary be-
cause we acknowledge that the absence of reliable
sources in search results does not conclusively in-
dicate that the quote is fake; search engines some-
times fail to retrieve sources.

6.2 Classification Performance

Five-fold cross validation. To evaluate our
model, we applied the cross-validation technique
on the FAME dataset. It involves splitting the
dataset into n parts. During each of n iterations,
one part is left out for testing and the rest of the
dataset is used for training. Overall metrics of the
model can be evaluated by computing the aver-
age of metrics achieved during each iteration. We
achieved the highest performance with SVM clas-
sifier with rbf kernel (see the performance of other
classifiers in Appendix B). SVM with five-fold
cross validation gives the results in Table 1; the
FAME classifier achieves 84% true positive rate
and 14% false positive rate. Besides these metrics,
we also evaluate the time taken during the classifi-
cation of a quote meme. When we run our system
on a Docker container with 16 CPUs and Ubuntu
installed on it, the average amount of time taken
for classification is about 20 seconds, including
data extraction and searching of a meme.
False positives. There are several reasons why our
prototype model mistakenly classifies real quote
memes as “fake.” A common reason for false pos-
itives is OCR failure. When OCR drops or mis-
spells a significant portion of the meme text, the

subsequent search engine query fails to retrieve
sources based on that text. This reason is responsi-
ble for one-third of the false positives. We further
discuss the performance of the OCR component in
Section 6.3.

Another reason is that the lists we use to cate-
gorize sources do not—and presumably cannot—
include all reliable and legitimate sources of infor-
mation. When our system cannot match the do-
main names of search results with its lists, it sim-
ply assumes a lack of sources for the quote. We
owe another one-third of false positives to this rea-
son.

False positives also arise as a result of failure
of the search engine to retrieve sources. In those
cases, the search engine becomes confused by ei-
ther non-quote text or inadequate quality of ex-
tracted text, and therefore fails. This reason ac-
counts for one-fifth of false positives. We also
searched for those failed search queries on Google
and found that in one-third of those cases, it man-
aged to retrieve sources for the quote.

In very few cases, false positives arise as a result
of mistakes in identification of the meme subject.
Either face recognition or named-entity recogni-
tion may mistakenly identify some other person to
be the subject. Such cases confuse the search en-
gine and it fails to retrieve sources.
False negatives. Similarly, our system sometimes
misclassifies fake quote memes as “real,” for sev-
eral reasons. The most common reason for false
negatives is, for some fake quotes, search results
contain common words just as many as to reach
the threshold by chance. This happens especially
when the quote is short and contains common En-
glish words. This accounts for one-fourth of false
negatives.

Another common reason is that we fail to iden-
tify misattribution on some memes. Usually when
a meme attributes Person A’s words to Person B,
sources for the quote will contain the name of Per-
son A, not Person B. However, in some cases,
sources contain both names: the real author and
the falsely-attributed author. This accounts for
one-fifth of false negatives.

Also, OCR sometimes drops words to an extent
where only a few words from the quote remain.
When we search for them, search results can easily
contain some parts of those few words by chance.
This in turn causes our system to reason that those
search results are sources for the quote. This ac-



counts for one-sixth of false negatives.
Some sources contain fake quotes, not for pub-

lishing, but instead for debunking purposes. Our
system cannot distinguish such search results and
sees them as sources for the quote. One-sixth of
false negatives stem from this reason.

In a few cases, a wrong segment of text is ex-
tracted as the quote. Some memes contain quotes
in a way that such quotes have some segments en-
closed in double quotation marks (nested quotes).
Those parts tend to be short, and when searched,
some search results happen to have some words
in common, in the same order. This accounts for
one-tenth of false negatives.

6.3 Performance of Specific Components

Text extraction API. We evaluate the perfor-
mance of OCR.Space (a free OCR tool) on 621
real memes drawn from the FAME dataset. For
5% of real memes, search queries could not be
formed because the extracted text did not contain a
sentence with at least three words. In another 5%
of real memes, the poor quality of extracted text
caused the search engine to fail while retrieving
sources for the quote; if text quality were good, the
search engine would have succeeded in retrieving
sources. OCR.Space extracted text well enough
on 90% of real memes, which allowed the search
engine to retrieve sources for them.
Face recognition. Bing image search correctly
identified the person on 69% of all memes in our
dataset. On less than 1% of all memes, it con-
fused the person on the meme with someone else.
It failed to give any result on 30% of memes.
Name recognition. CoreNLP NER identified the
quote author’s name from meme text on 57% of
memes that failed face recognition—about 300
memes. It could not extract the author’s name
correctly from 3% of them. It could not ex-
tract any name from the text—either because the
name did not exist or it was missed by NER—on
40% of them. A part of CoreNLP’s failure can
be attributed to the failure of OCR earlier in the
pipeline.

7 Concluding Discussion

We focused on a non-trivial problem and devel-
oped an approach to detect memes which contain
misattributed or fabricated quotes. As we have
demonstrated, meme classification is a hard task
that involves many interconnected components,

each with its own limitations. In Section 6, we ad-
dressed those limitations in detail, and discussed
how they contributed to FAME’s false positive
rate. Despite this, FAME’s performance shows
that our approach can be reliably adopted in prac-
tice. Its performance would be even better if we
had access to a proprietary OCR tool, rather than
the free one we used, and had extensive lists of
reliable sources. This also applies to other compo-
nents of FAME, including NLP and image recog-
nition modules; proprietary tools would perform
better and boost FAME’s overall performance.

Search engines play a central role in our work:
we used a search engine to query the sources of
quotes and examine those sources for their relia-
bility. We also searched for the names of people
in sources to ensure that the quotes had not been
misattributed. Search engines are neither perfect
nor the only available tools; there are many other
valuable resources and databases, some of which
grant free access, while others charge fees. Oc-
casionally during the labeling process, we could
not find sources for a quote, using a search en-
gine, and could not label it as “fake” because
it did not seem unreasonable that the purported
author said or wrote it. However, search en-
gines give free and quick access to large num-
bers of online resources with a quick search; they
are therefore commonly used and highly recom-
mended by fact-checking organizations, for in-
stance, AFP (AFP, 2011), FactCheck (Jackson,
2008) and PolitiFact (Holan, 2014). Our work of-
fers a framework for future research that might use
other resources and databases for the identification
of fake and real quotes.

Our work offers significant benefits to fact-
checking organizations that rely on manual fact-
checking processes by experts and cannot handle
large numbers of quote memes daily. Our system
will help to scale up their work. To further im-
prove their output, they can also compile their own
lists of sources that they rely on, instead of using
the ones that we compiled for the FAME proto-
type. In addition to the time-related benefits of
scaling up, our approach will also help to mini-
mize potentially harmful content that human fact
checkers will be exposed to, which will in turn re-
duce mental trauma, as mentioned in Section 2.3.

Finally, our approach can also be used by mes-
saging apps and digital platforms that host quote
memes. They can leverage our work to automati-



cally detect fake and real quote memes—in a rea-
sonable amount of processing time—uploaded to
their platforms. This will help in early stemming
of disinformation campaigns, towards making the
Internet safer for everyone.
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A Setting Thresholds and Parameters

Length ratio threshold. This threshold deter-
mines if a search result meets the quote condition;
it checks if a search result published the quote. We
tried multiple values—between 0.25 and 0.5—for
this threshold and picked 0.3 which ensures the
best balance between precision and recall.3 It also
yields high accuracy. Table 2 shows changes in
performance metrics relative to the performance
achieved by the baseline value (0.3).

Table 2: Changes in performance metrics relative to
the performance achieved by the baseline length ratio
threshold (LRT). The baseline LRT is in boldface.

LRT Accuracy Recall Precision F1 score
0.25 -3% -12% 0% -6%
0.30 85% 84% 79% 81%
0.35 -1% +3% -3% 0%
0.40 -1% +5% -5% 0%
0.45 -2% +8% -7% -1%
0.50 -4% +8% -10% -2%

Optimal query length. During the labeling pro-
cess, we observed that it suffices to use the first
20 words (approximately) of the quote to search

3Recall is also known as the true positive rate.

for its sources. Therefore, we tried multiple val-
ues around that length—15, 20, and 25 words—
and decided on 20 words: using 20 words resulted
in 1% better recall than 15 words, and 1% better
recall and precision than 25 words.
Window size. This parameter comes into play
when we want to limit the distance between found
words in search results to ensure that those found
words are adjacent. Initially, we set the window
size to twice the length of the quote. However, we
achieved better performance—2% better recall—
when we set it equal to the length of the quote.

B Comparison with other classifiers

We also compare our classification algorithm,
SVM with rbf kernel, with other algorithms. As
Table 3 shows, other classification algorithms also
performed well and some surpassed our classifica-
tion algorithm in some metrics. Nonetheless, we
chose SVM with rbf kernel to create a balance be-
tween precision and recall, and at the same time
achieve the highest accuracy and F1 score.

Table 3: Performance of other classification algorithms
compared to our choice. Our choice is in boldface.

Accuracy Recall Precision F1
SVM (rbf) 85% 84% 79% 81%
SVM (linear) 82% 89% 71% 79%
Random Forest 84% 84% 77% 80%
KNN-3 82% 88% 71% 79%
Adaboost 84% 85% 76% 81%

C Highly-trusted Sources

– ABC News

– Associated Press

– BBC

– Bloomberg

– CBS News

– CNN

– Dallas News

– Fox News

– Google News

– Los Angeles Times

– MSNBC

– NBC News

– NPR

– PBS

https://doi.org/10.1145/3309699
https://doi.org/10.1145/3309699
https://doi.org/10.1145/3309699


– Politico

– Reuters

– The Atlantic

– The Denver Post

– The Economist

– The Guardian

– The Kansas City Star

– The New York Times

– The New Yorker

– The Seattle Times

– The Wall Street Journal

– The Washington Post

– TheBlaze

– Time

– USA Today

– Yahoo News

D Well-known Individuals

– Alexandria Ocasio-Cortez

– Barack Obama

– Ben Carson

– Bernie Sanders

– Bill Murray

– Donald Trump

– Elizabeth Warren

– Hillary Clinton

– Ilhan Omar

– Kurt Russell

– Melania Trump

– Michele Bachmann

– Michelle Obama

– Nancy Pelosi

– Ronald Reagan

– Ruth Bader Ginsburg

– Sarah Palin

– Stacey Abrams

– Ted Cruz

– Winston Churchill


